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Course Website
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Password: ATC
All course materials will be posted on this website.
 

https://ximarketing.github.io/_pages/teaching/
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Python

You should already know about these...

Install modules in Python                                           
pip install
Running Python codes
Branch and Loop
Functions 

Let Vincent (or me) know if you don’t know about these topics.
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Python

In the next a few classes, we are learning more things!

Statistical Tests
Statistical Analysis and Basic Machine Learning: Linear and
Logistic Regression, Multinomial Logit Models, Artificial
Neural Networks, and Clustering
Advanced Algorithms: Probabilistic, Dynamic Programming,
Divide and Conquer
Unstructured Data: Text and Images
API and Data Scraping
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Python

Our plan is too ambiguous and we only have 15 hours left.
How can we learn so many topics in 5 sessions? 
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Schedule

Classes 6 and 7: Python for Data Analytics
Class 8: Advanced Algorithms
Class 9: Unstructured Data Analysis
Class 10: API, Data Scraping and Class Review
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Statistical Analyses and
Visualization with GPT
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Reading a document online

I have prepared an online CSV file, which is available .
Alternatively, its URL can be found here:

 
Now, let’s ask GPT about how to load this CSV file to
python.

here

https://ximarketing.github.io/data/python_data1.csv
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Which LLM should I use?

HKU has subscribed to a few GPT models:
Login to use ChatGPT: 

GPT 4o > GPT 4 > GPT 3.5.
GPT 4o can handle images while other versions cannot.  

You can also use assistant here: 

POE assistant can also handle images as input                   
You can also use here: 

DeepSeek can also be used to process images as input     

here https://chatgpt.hku.hk/

POE https://poe.com/

DeepSeek https://www.deepseek.com
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From your disk
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From your disk
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import pandas as pd
url = "https://ximarketing.github.io/data/python_data1.csv"
df = pd.read_csv(url)
print(df)
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Plotting the relationship between age and credit_score
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import pandas as pd
import matplotlib.pyplot as plt
 
url = "https://ximarketing.github.io/data/python_data1.csv"
df = pd.read_csv(url)
 
plt.figure(figsize=(10, 6))
plt.scatter(df['age'], df['credit_score'], color='green', alpha=0.5)
plt.title('Relationship between Age and Credit Score')
plt.xlabel('Age')
plt.ylabel('Credit Score')
plt.grid(True)
plt.show()
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You can also ask for a density heatmap.

19



Code for generating density heatmap:

import pandas as pd
import seaborn as sns
import matplotlib.pyplot as plt
 
url = "https://ximarketing.github.io/data/python_data1.csv"
df = pd.read_csv(url)
 
plt.figure(figsize=(10, 6))
sns.kdeplot(x=df['age'], y=df['credit_score'], cmap='Blues', 
shade=True, cbar=True)
plt.title('Density Heatmap of Age and Credit Score')
plt.xlabel('Age')
plt.ylabel('Credit Score')
plt.show()

1
2
3
4
5
6
7
8
9

10
11
12
13

20



Testing the correlation between age and
credit score:

import pandas as pd
url = "https://ximarketing.github.io/data/python_data1.csv"
df = pd.read_csv(url)
correlation = df['age'].corr(df['credit_score'])
print("Pearson correlation coefficient between age and 
credit_score:", correlation)
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Adding a Regression Line

import pandas as pd
import matplotlib.pyplot as plt
import seaborn as sns
url = "https://ximarketing.github.io/data/python_data1.csv"
df = pd.read_csv(url)
plt.figure(figsize=(10, 6))
plt.scatter(df['age'], df['credit_score'], color='green', alpha=0.5)
plt.title('Relationship between Age and Credit Score')
plt.xlabel('Age')
plt.ylabel('Credit Score')
plt.grid(True)
sns.regplot(x='age', y='credit_score', data=df, scatter=False, color='blue')
plt.show()
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Adding regression output
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Let ’s Try Quadratic Regression Now!

credit score =i α+ β ×1 age +i β ×2 agei
2
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import pandas as pd
import numpy as np
import matplotlib.pyplot as plt
import statsmodels.api as sm
url = "https://ximarketing.github.io/data/python_data1.csv"
data = pd.read_csv(url)
data['age_squared'] = data['age'] ** 2
X = data[['age', 'age_squared']]
X = sm.add_constant(X)  # Add a constant term for the intercept
y = data['credit_score']
model = sm.OLS(y, X).fit()
print(model.summary())
plt.figure(figsize=(10, 6))
X_pred = np.linspace(data['age'].min(), data['age'].max(), 100)
X_pred_squared = X_pred ** 2
X_pred_combined = np.column_stack((np.ones_like(X_pred), X_pred, X_pred_squared))
y_pred = model.predict(X_pred_combined)
plt.plot(X_pred, y_pred, color='red', label='Regression Line')
plt.scatter(data['age'], data['credit_score'], label='Data', s=10)
equation = f'Credit Score = {model.params[0]:.2f} + {model.params[1]:.2f}*Age + 
{model.params[2]:.2f}*Age^2'
r_squared = f'R-squared = {model.rsquared:.2f}'
plt.text(0.5, 1.05, equation, ha='center', va='center', transform=plt.gca().transAxes, 
fontsize=10)
plt.text(0.5, 1.01, r_squared, ha='center', va='center', transform=plt.gca().transAxes, 
fontsize=10)
plt.xlabel('Age')
plt.ylabel('Credit Score')
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Exercise 1:
 

Use GPT to design a desktop APP to visualize your scatter
plot and regression!
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Exercise 1:
 

Use GPT to design a desktop APP to visualize your scatter
plot and regression!

 
Note: Creating a mobile APP is possible but much more

complex. You also need different APPs for iOS and Android.
When creating the desktop APP, it would be easy to use the

tkinter module (you can inform GPT).
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This is my APP!
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Exercise 2:
 

Use GPT to design a desktop APP to allow users to click on
the screen to input the points and generate a regression line

fitting the points.
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import tkinter as tk
import numpy as np
from sklearn.linear_model import LinearRegression
points = []
def generate_point(event):
    x = event.x
    y = event.y
    points.append((x, y))
    canvas.create_oval(x - 2, y - 2, x + 2, y + 2, fill="red")  
def perform_regression():
    X = [point[0] for point in points]
    y = [point[1] for point in points]
    X = np.array(X).reshape(-1, 1)
    y = np.array(y)
    model = LinearRegression()
    model.fit(X, y)
    y_pred = model.predict(X)
    for i in range(len(X) - 1):
        x1, y1 = X[i][0], y_pred[i]
        x2, y2 = X[i + 1][0], y_pred[i + 1]
        canvas.create_line(x1, y1, x2, y2, fill="blue")
    equation = "y = {:.2f}x + {:.2f}".format(model.coef_[0], model.intercept_)
    canvas.create_text(10, 10, anchor='nw', text=equation, fill='black', font=('Arial', 12))
def clear_canvas():
    canvas.delete("all")
    del points[:]
app = tk.Tk()
app.title("Regression App")
canvas = tk.Canvas(app, width=800, height=500, bg="white")
canvas.grid(row=0, column=0, columnspan=2, padx=10, pady=10)
canvas.bind("<Button-1>", generate_point)  # Bind left mouse click to generate_point function
regression_button = tk.Button(app, text="Regression", command=perform_regression)
regression_button.grid(row=1, column=0, padx=10, pady=10)
clear_button = tk.Button(app, text="Clear", command=clear_canvas)
clear_button.grid(row=1, column=1, padx=10, pady=10)
app.mainloop()
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-test: What is a -test?
 

In a -test, we try to compare whether two groups have the
same mean. For example, suppose that we want to know
whether HKU graduates, on average, make higher salaries
than CUHK graduates do. In this case, we would like to
compare the means of HKU graduates and CUHK
graduates.
 
The dataset is :

t t

t

here
https://ximarketing.github.io/data/python_data2.csv
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Let’s view the histogram first (with the help of GPT)! 

import pandas as pd
import matplotlib.pyplot as plt
data = pd.read_csv("https://ximarketing.github.io/data/python_data2.csv")
salary_hku = data[data['School'] == 'HKU']['Salary']
salary_cuhk = data[data['School'] == 'CUHK']['Salary']
plt.hist(salary_hku, bins=10, alpha=0.5, label='HKU', color='lightblue')
plt.hist(salary_cuhk, bins=10, alpha=0.5, label='CUHK', 
color='lightcoral')
plt.xlabel('Salary')
plt.ylabel('Frequency')
plt.title('Salary Histogram of HKU and CUHK')
plt.legend()
plt.show()
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Ask GPT to help you generate the code for running a -test
to compare the salaries of the two schools!

t
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The code I got (with a bit modification):

import pandas as pd
from scipy import stats
# Load the data from the CSV file
data = pd.read_csv("https://ximarketing.github.io/data/python_data2.csv")
# Separate the salary data for HKU and CUHK graduates
hku_salaries = data[data['School'] == 'HKU']['Salary']
cuhk_salaries = data[data['School'] == 'CUHK']['Salary']
# Calculate the means
hku_mean = hku_salaries.mean()
cuhk_mean = cuhk_salaries.mean()
# Perform t-test
t_statistic, p_value = stats.ttest_ind(hku_salaries, cuhk_salaries)
print("Mean salary for HKU graduates:", hku_mean)
print("Mean salary for CUHK graduates:", cuhk_mean)
print("T-Statistic:", t_statistic)
print("P-Value:", p_value)
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Asking for visualization (including standard error)

import pandas as pd
from scipy import stats
import matplotlib.pyplot as plt
import numpy as np
data = pd.read_csv("https://ximarketing.github.io/data/python_data2.csv")
hku_salaries = data[data['School'] == 'HKU']['Salary']
cuhk_salaries = data[data['School'] == 'CUHK']['Salary']
hku_mean = hku_salaries.mean()
cuhk_mean = cuhk_salaries.mean()
hku_std = hku_salaries.std()
cuhk_std = cuhk_salaries.std()
hku_se = hku_std / np.sqrt(len(hku_salaries))
cuhk_se = cuhk_std / np.sqrt(len(cuhk_salaries))
t_statistic, p_value = stats.ttest_ind(hku_salaries, cuhk_salaries)
plt.bar(['HKU', 'CUHK'], [hku_mean, cuhk_mean], yerr=[hku_se, cuhk_se], 
capsize=5, color=['blue', 'green'])
plt.ylabel('Mean Salary')
plt.title('Mean Salary for HKU and CUHK Graduates with Standard Errors')
plt.show()
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Exercise:
 

Use GPT to design a desktop APP. The APP takes input from
the user (the values of two groups), runs the -test and

outputs the result to the user. 
t
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 test: What is a  test?
Can you propose an example of a  test?

χ2 χ2

χ2
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Example of -Square Test
 

Suppose that we are interested in whether education affects
marriage status, and we have collected the following data:

χ

Primary
School

Secondary
School

Bachelor Master Doctor

Single 12 18 36 19 4

Married 45 59 107 47 8

Separed 11 12 18 2 0

Divorced 12 20 23 5 2
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Example of -Square Test
 

What conclusions can you draw from the table?

χ

Primary
School

Secondary
School

Bachelor Master Doctor

Single 12 18 36 19 4

Married 45 59 107 47 8

Separed 11 12 18 2 0

Divorced 12 20 23 5 2
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import numpy as np
from scipy.stats import chi2_contingency
 
# Create a 2x2 contingency table (replace the values with your own data)
observed_table = np.array([ 
      [12,18,36,19,4],
                [45,59,107,47,8],
                [11,12,18,2,0],
                [12,20,23,5,2]])
 
# Perform the Chi-square test
chi2_stat, p_val, dof, expected_table = chi2_contingency(observed_table)
 
print("Chi-square Statistic:", chi2_stat)
print("P-value:", p_val)
print("Degrees of Freedom:", dof)
print("Expected Table:")
print(expected_table)
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My code produced by GPT
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import numpy as np
from scipy.stats import chi2_contingency
 
# Create a 2x2 contingency table (replace the values with your own data)
observed_table = np.array([ 
      [12,18,36,19,4],
                [45,59,107,47,8],
                [11,12,18,2,0],
                [12,20,23,5,2]])
 
# Perform the Chi-square test
chi2_stat, p_val, dof, expected_table = chi2_contingency(observed_table)
 
print("Chi-square Statistic:", chi2_stat)
print("P-value:", p_val)
print("Degrees of Freedom:", dof)
print("Expected Table:")
print(expected_table)
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The significance value is , implying that “there is
no evidence that education affects your marriage status.”

p = 0.206 > 5%
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-Square Test: From Documentsχ

import numpy as np
import pandas as pd
from scipy import stats
import matplotlib.pyplot as plt
import numpy as np
data = pd.read_csv('https://ximarketing.github.io/data/python_data3.csv')
table = pd.crosstab(data.Gender, columns=data.Purchase)
print(table)
print(stats.chi2_contingency(table, correction=False))
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Logistic Regression
What’s it?
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Pr[Y=1] =
1 + exp(βX)
exp(βX)

In short, a logistic regression specifies the following function: 

Why do we choose this “weird” function?
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Exercise: Consider the following dataset
https://ximarketing.github.io/data/loan.csv
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The data is about the loan default information, where the outcome is
Default (1 = default, 0 = no default).

Education includes: high school, masters, bachelors, and PhD
Employment type includes: Full-time, part-time, unemployed, and self-
employed

Marital status includes: single, married, and divorced
Loan purpose includes: auto, business, education, home, and other.
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We would like to run a logistic regression to predict which
type of borrowers are more likely to default in the future.
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import pandas as pd
import statsmodels.api as sm
 
url = 'https://ximarketing.github.io/data/loan.csv'  
data = pd.read_csv(url)
 
categorical_vars = ['Education', 'EmploymentType', 'MaritalStatus', 
'HasMortgage', 'LoanPurpose']
data = pd.get_dummies(data, columns=categorical_vars, drop_first=True)
 
numerical_vars = ['Age', 'Income', 'LoanAmount', 'CreditScore', 
'MonthsEmployed', 'InterestRate', 'LoanTerm']
X = data[numerical_vars + [col for col in data.columns if 
col.startswith(tuple(categorical_vars))]]
y = data['Default']
X = sm.add_constant(X)
model = sm.Logit(y, X.astype(float))
result = model.fit()
 
print(result.summary())
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How to interpret this result?
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Multinomial Logit Model
What’s it?
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Multinomial Logit Model

In a linear regression, our dependent variable is a number.
In a logistic regression, our dependent variable is a
probability, e.g., the probability of success.
In a multinomial logit regression, our dependent variable is
a choice, usually a choice among different brands. In the
above example, HKU president’s choice is one of the four
brands, BMW, Tesla, Audi, and Mercedes Benz. 
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Suppose that consumers have three choices, . 
 
Now, given , we would like to come up with three
functions  and , such that
 

 
 

A,B,C

Xi

f (X ), f (X )A i B i f (X )C i

Pr[Y =i A] ≈ f (X ),A i

Pr[Y =i B] ≈ f (X ),B i

Pr[Y =i C] ≈ f (X ).C i
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f (X ) =A i exp(α + β X ) + exp(α + β X ) + exp(α + β X )A A i B B i C C i

exp(α + β X )A A i

f (X ) =B i exp(α + β X ) + exp(α + β X ) + exp(α + β X )A A i B B i C C i

exp(α + β X )B B i

f (X ) =C i exp(α + β X ) + exp(α + β X ) + exp(α + β X )A A i B B i C C i

exp(α + β X )C C i

These functions are:
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Let’s analyze the following :data
https://ximarketing.github.io/data/bankchoice.csv

71

https://ximarketing.github.io/data/bankchoice.csv
https://ximarketing.github.io/data/bankchoice.csv


The code I got from GPT:

import pandas as pd
import statsmodels.api as sm
from patsy import dmatrices
data = pd.read_csv('https://ximarketing.github.io/data/bankchoice.csv')
y, X = dmatrices('Choice ~ Age + Income + Education + C(Job, Treatment)', 
data, return_type='dataframe')
model = sm.MNLogit(y, X).fit()
summary = model.summary2()
pd.set_option('display.max_columns', None)
pd.set_option('display.width', None)
choices = y.design_info.column_names
choices.pop()
for i, choice in enumerate(choices, start=1):
    print(f"Choice: {choice}")
    print(summary.tables[i])
    print('\n')

1
2
3
4
5

6
7
8
9
10
11
12
13
14
15

72



Do you understand the output?
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Handwriting Digit Prediction

We can further build a handwriting digit prediction model
based on multinomial logit regression. 
 
Input: , the color of pixel , black vs. white.
Output: .

x ∈i {0, 1} i

Y ∈ {0, 1,… , 9}
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Handwriting Digit Prediction

Let’s try the following one, which is created by GPT.
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Code for data training

from sklearn.linear_model import LogisticRegression
from sklearn.datasets import fetch_openml
from sklearn.model_selection import train_test_split
from sklearn.metrics import accuracy_score
import joblib
# Load the MNIST dataset
mnist = fetch_openml('mnist_784', version=1)
# Normalize the data
X = mnist.data / 255.0
y = mnist.target.astype(int)
# Split the data into training and testing sets
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size=0.25, random_state=42)
# Train the logistic regression model
model = LogisticRegression(solver='lbfgs', max_iter=1000, multi_class='multinomial')
model.fit(X_train, y_train)
# Evaluate the model
y_pred = model.predict(X_test)
accuracy = accuracy_score(y_test, y_pred)
print(f'Accuracy: {accuracy * 100:.2f}%')
# Save the model
joblib.dump(model, 'logistic_regression_model.pkl')
import tkinter as tk
from tkinter import *
import numpy as np
from PIL import Image, ImageDraw, ImageOps
import joblib
# Load the trained model (make sure you have a trained model saved as 'logistic_regression_mode
model = joblib.load('logistic_regression_model.pkl')
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Artificial Neural Network
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Artificial Neural Network

Logistic regression is the extension of linear regression.
Multinomial logit model is the extension of logistic
regression.
Artificial neural network (and deep neural network) is
the extension of multinomial logit model.
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Artificial Neural NetworkArtificial Neural Network
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https://www.youtube.com/embed/bfmFfD2RIcg?enablejsapi=1
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Artificial Neural NetworkArtificial Neural Network

An artificial neural network has a few layers:

Input layer: Which takes input from data 
Output layer: Which produces an out 
Hidden layers: There are one or more hidden layers
which are responsible for making calculations (i.e.,
logistic function).

xi

Pr[y =i 1]
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Artificial Neural NetworkArtificial Neural Network

Why do we create artificial neural networks like this? 
This is because human brains also work in similar ways! We
also have cells in our brain which calculates logistic
function! So, an artifical neural network simply mimics our
human brain.
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Artificial Neural NetworkArtificial Neural Network

In mathematics, there is a famous “universal approximation
theorem,” which states that, if you have an artificial neural
work that is large enough, theoretically, you should be able
to use it to approximate any functions... 
What can we do?

Autonomous driving                                                   
Play GO
Digit recognition...
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Artificial Neural NetworkArtificial Neural Network

Again, let us build an artificial neural network in python for
digit recognition with the help of GPT!
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Artificial Neural NetworkArtificial Neural Network

Again, let us build an artificial neural network in python for
digit recognition with the help of GPT!
 
Note: You will need to use the module tensorflow for your
ANN. The installation of tensorflow is a bit different.
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Installing TensorFlow

On your Anaconda, lunch
anaconda prompt
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Installing TensorFlow

Input "pip install tensorflow", and enter the command
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Pie Chart
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Can you create a pie chart that visualize the sales of
different EV brands?
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import matplotlib.pyplot as plt
# Data for car sales
brands = ['BYD', 'Tesla', 'Zeekr', 'BMW', 'MG']
sales = [848, 202, 195, 144, 92]
# Create a pie chart
plt.figure(figsize=(8, 8))
plt.pie(sales, labels=brands, autopct='%1.1f%%', startangle=140)
plt.axis('equal')  # Equal aspect ratio ensures that pie is drawn as a 
circle.
# Add a title
plt.title('Car Sales Distribution')
# Display the pie chart
plt.show()
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Code generated by GPT
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import plotly.graph_objects as go
# Data for car sales
brands = ['BYD', 'Tesla', 'Zeekr', 'BMW', 'MG']
sales = [848, 202, 195, 144, 92]
# Create a pie chart trace
fig = go.Figure(data=[go.Pie(labels=brands, values=sales, 
hoverinfo='label+percent', textinfo='value', pull=[0, 0, 0, 0, 0])])
# Update layout for interactivity
fig.update_layout(title='Car Sales Distribution', showlegend=False)
# Show the figure
fig.show()
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I am making it more interactive (plotly needed)
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Dumbbell chart
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Try to create a dumbbell chart like this one!
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The data is available :
 

 
Try to use GPT to create the dumbbell chart for you!

here

http://ximarketing.github.io/data/cancer.csv
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import matplotlib.pyplot as plt
import pandas as pd
data = pd.read_csv('https://ximarketing.github.io/data/cancer.csv')
# Sort the data based on 2010 survival rate
data_sorted = data.sort_values(by='2010', ascending=False)
data_sorted = data_sorted.iloc[::-1]
data_sorted.reset_index(drop=True, inplace=True)
# Plotting
plt.figure(figsize=(10, 6))
plt.subplots_adjust(left=0.22)  # Adjust the left margin
for i, row in data_sorted.iterrows():
    plt.plot([row['2010'], row['1970']], [i, i], marker='o', color='b')  # 
Dumbbell circles
    plt.annotate('', xy=(row['2010'], i), xytext=(row['1970'], i),
                 arrowprops=dict(arrowstyle='->', connectionstyle='arc3', 
color='gray'))  # Arrows
# Adding labels and title
plt.yticks(range(len(data_sorted)), data_sorted['Cancer'])
plt.xlabel('Survival Rate (%)')
plt.ylabel('Cancers')
plt.title('Cancer Survival Rate Comparison (1970 vs. 2010)')
# Showing the plot
plt.grid(axis='x', linestyle='--', linewidth=0.5)
plt.show()
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Generating Visualization by
Uploading Images
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Example: Generate a Donut Chart
Image can be downloaded here
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https://ximarketing.github.io/data/donut.JPG
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My Output from GPT
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Example: Generate a Population Pyramid
Image can be downloaded here
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https://ximarketing.github.io/data/population.JPG


import matplotlib.pyplot as plt
import numpy as np
# Sample data similar to the provided population pyramid
age_groups = ['0-4', '5-9', '10-14', '15-19', '20-24', '25-29', '30-34', '35-39', 
              '40-44', '45-49', '50-54', '55-59', '60-64', '65-69', '70-74', 
              '75-79', '80-84', '85-89', '90-94', '95-99', '100+']
male_population = [20000, 18000, 17000, 16000, 15000, 14000, 13000, 12000, 
                   11000, 10000, 9000, 8000, 7000, 6000, 5000, 4000, 
                   3000, 2000, 1000, 500, 100]
female_population = [19000, 17000, 16000, 15000, 14000, 13000, 12000, 
                     11000, 10000, 9000, 8000, 7000, 6000, 5000, 4000, 
                     3000, 2000, 1000, 500, 300, 100]
# Convert the populations to numpy arrays for easier manipulation
male_population = np.array(male_population)
female_population = np.array(female_population)
# Create the figure and axis
fig, ax = plt.subplots(figsize=(10, 8))
# Plot the male and female bars
ax.barh(age_groups, male_population, color='blue', label='Males')
ax.barh(age_groups, -female_population, color='red', label='Females')
# Add labels and title
ax.set_xlabel('Population')
ax.set_title('Population Pyramid for Hong Kong, December 2020')
ax.legend()
# Customize the x-axis to show positive numbers for female population
ax.set_xticks(np.arange(-20000, 21000, 5000))
ax.set_xticklabels([str(abs(x)) for x in np.arange(-20000, 21000, 5000)])
# Show the plot
plt.show()
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How about an animated GIF?
Image can be downloaded here
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https://ximarketing.github.io/data/annimated.gif


Generate a Figure like this -- I don’t even know its name!
Image can be downloaded here

105

https://ximarketing.github.io/data/temperature.png


Not too bad...
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Generate a Figure like this -- I don’t even know its name!
Image can be downloaded here
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https://ximarketing.github.io/data/KPI.png


After a few trials, I got it here:
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Generate a Figure like this -- It's called a Chord Diagram.
Image can be downloaded here
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https://ximarketing.github.io/data/Chord.JPG


It's better than the original one.
(It may not run on Spyder; try Jupyter Notebook on Anaconda)
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Assignment (20%)
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Assignment (20%)

In this assignment, you need to develop a Python desktop APP using
the “tkinter” module with the help of GPT. The main function of the
APP is to load, analyze and visualize data. The requirements are as
follows.
 
1. Data loading: The APP should be able to

load data itself from an online source (e.g., URL) OR,
allow the user to input data herself manually OR,
allow the user to upload a data file to the APP from her device. 
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Assignment (20%)

In this assignment, you need to develop a Python desktop
APP using the “tkinter” module with the help of GPT. The
main function of the APP is to load, analyze and visualize
data. The requirements are as follows.
 
2. Data analysis: The APP has a user-interface which allows
the user to simply (e.g., by clicking a button) perform some
data analyses (chosen by the developer).
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Assignment (20%)

In this assignment, you need to develop a Python desktop
APP using the “tkinter” module with the help of GPT. The
main function of the APP is to load, analyze and visualize
data. The requirements are as follows.
 
3. Data visualization: The APP should offer users of the
APP a convenient way to visualize the output of data
analysis.
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Example

An APP that loads data from a URL. Then, the user can
choose the dependent variable and independent variable
and click a button to run a regression. The APP
demonstrates the regression equation, visualizes the result
and explains the meaning.
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Example

An APP that asks the user for data and runs different types
of -tests. The user chooses the type of -test and inputs the
data himself/herself. Then, the APP visualizes the result
and explains the meaning to the user. 
 

t t
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Deliverables

Your code;
Your prompt when using GPT or other LLMs, which
explains how you created the APP;
If the APP needs any external data files, also submit
your data files (size limit is 5 MB).
Make sure your code runs well.
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Deadline

April 5, 2025, 23:59 PM.

This is a group assignment.
We may select and demonstrate some good projects in class. 
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