Market Basket Analysis
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Have you heard about the story of

“diaper and beer”?
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Frequently bought together
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This question is also relevant for financial practitioners. For
instance, there are about 2,500 stocks traded in the Hong
Kong Stock Exchange, and an investor typically holds
multiple stocks. By using similar analysis, we can see which
stocks investors tend to hold together, and you can make
recommendations to your clients accordingly.
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We examine a strategy to extract insight from transactions
and cooccurrence data: association rule mining. Association
rule analysis attempts to find sets of informative patterns
from large, sparse data sets.

Which products do consumers purchase together?
Which stocks do investors invest together?

Which services do clients use together?
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The Basic Idea

Suppose that 2% of your shoppers buy diapers and 5% of them
buy beer in your supermarket.

Now, let us focus on those who buy diapers. Among these
shoppers, if 5% of them also buy beer, you can claim that diaper-
buyers do not like beer more or less than others do, and there is no
specific relationship between diaper and beer. However, if 25% of
them also buy beer, it is quite different than the base rate and is
evidence of an association.
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Background

An association is the co-occurrence of two or more things.
Beers may be associated with diaper, potato chips, or nuts.

A transaction, or a market basket, is the set of things that
are purchases at one occasion. For each, {beer, diaper,
chocolate} is a transaction of a consumer.

A rule expresses the incidence across transactions of one set
of items as a condition of another set of items. It can be
something like {diaper}->{beer}, but can also be like {potato,
chocolate}->{beer, soda, water].
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Metrics

The support for a set of items is the proportion of all
transactions that contain the set. For example, if {pizza,
soda} appears in 10 out of 200 transactions, then

10
support(pizza, soda) = ST 0.05.
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support(pizza, soda) = ST 0.05.
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Metrics

Confidence is the support for the cooccurrence of all items
in a rule, conditional on the support for the left hand set
alone.

support(Xand Y)

confidence(X — Y) = ——
uppor

Equivalently, confidence(X — Y) measures how likely a
consumer purchases Y given that the consumer already
purchases X.
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Metrics

Note that confidence(X — Y) is not always equal to
confidence(Y — X), for instance:

confidence(MBA — Bachelor) = 1: If a person has an MBA
degree, he/she must also have a bachelor degree.

confidence(Bachelor — MBA) = 0.05: If a person has a
bachelor degree, with probability 5% he or she also has an
MBA degree.
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Metrics

A more important measure, lift, is the support of a set
conditional on the joint support of each element:

support(Xand Y')

lift(X - Y) = :
(X = ¥) support(X) x support(Y)

When lift is greater than 1, it means the two items are likely
to occur together. The larger lift is, the stronger the
connection between the items.
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lift(X —Y) = :
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First, we load data of consumer purchase information.

(arules)

(arulesViz)
mydata = readLines("https://ximarketing.github.io/data/basket.txt")
head (mydata)

"01 23456789 1011 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 "
"30 31 32 "
"33 34 35 "

"36 37 38 39 40 41 42 43 44 45 46 "
38 39 47 48 "
"38 39 48 49 50 51 52 53 54 55 56 57 58 "

The second consumer has bought products number
30, 31, and 32 during at one occasion.
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(arules)

(arulesViz)
mydata = readLines("https://ximarketing.github.io/data/basket.txt")
head (mydata)

"01 23456789 1011 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 "
"30 31 32 "
"33 34 35 "

"36 37 38 39 40 41 42 43 44 45 46 "
38 39 47 48 "
"38 39 48 49 50 51 52 53 54 55 56 57 58 "
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mydata = strsplit( ;")
transactions <- as( , 'transactions")
summary ( )

Next, we create transaction records from the data,
which can be used for further analysis.

most frequent items:

39 48 38 32 41 (other)
50675 42135 15596 15167 14945 770058

These are the most popular items in the transaction
records.
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mydata = strsplit( ;")
transactions <- as( , 'transactions")
summary ( )
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39 48 38 32 41 (other)

50675 42135 15596 15167 14945 770058

X BB A Zy e sk v e UG B 0 i o

24



rules <- apriori(transactions,
parameter= list(supp=0.001, conf=0.4))
inspect(sort(rules, by="1ift"))
This line allows us to create the association rules
{A} — {B}, with two restrictions: (1) The support
should be at least 0.001, and the confidence should be
at least 0.4. We then sort the rules by their lift and

show the results.
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rules <- apriori(transactions,
parameter= list(supp=0.001, conf=0.4))
inspect(sort(rules, by="1ift"))
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support confidence coverage Tift count
.001032191 0.5833333 .001769470 338. 91
.001032191 0.5986842 .001724099 338. 91
.001088905 0.9056604 .001202332 318. 96
.001417844 0.7062147 .002007668 305. 125
.001417844 0.6127451 .002313922 305. 125
.8275862 .001315760 302. 96
. 7741935 .001406502 302. 96
.8435374 .001667385 296. 124
.8421053 .001293074 295. 96
.6764706 .001542615 292. 92

.001088905
.001406502
.001088905
.001043533

OO 00000000
OO 000000 OO0

0
0
0
0
0
0.001088905
0
0
0
0

These are the top 10 rules that we detected, and you can use
the result to make recommendations to your consumers. For
example, if one consumer buys item 696, you can ask the
consumer "do you want to buy item 699 with it?"
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plot(rules , method="

We can further
visualize the rules we
have detected. You will
get something like this
(it varies with different
for the system):

graph", control= list(type="items"))
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plot(rules , method="graph", control= list(type="items"))
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@

In the above visualization, each circle represents
a rule. The inbound arrow captures the items on
the left-hand side of the rule, and the outbound

arrow captures the items on the right-hand side

of the rule. Here, we have a rule {1}->{2}.

The size (area) of the circle represents the rule’s
support, and shade represents lift (darker
indicates higher lift).
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library(arules)
library(arulesViz)
mydata = readLines("https://ximarketing.github.io/data/basket.txt")
mydata = strsplit(mydata, " ")
transactions <- as(mydata, "transactions")
rules <- apriori(transactions,
parameter= list(supp=0.001, conf=0.4))
inspect(sort(rules, by="1ift"))
plot(rules , method="graph", control= list(type="items"))
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Guess the Price
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.3 IR (electric surfboards)
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Price Sensitivity Analysis
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Question o]

Suppose that you are developing a completely new-to-the-
world product that no consumers are familiar with. How
would you determine the price for the product?
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Can we conduct a survey?

One simple approach is to just ask consumers for prices.
However, this would result in many unrealistic prices. For
instance, in the past, a firm asked consumers about the
prices for a shampoo, and many consumers stated prices $0
and $75, which are totally unreasonable.

For a new product, consumers do not have an anchor and
need some guide in determining the price.
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van Westerndorp method



Instead of deciding on the optimal price point, the method looks for the
optimal price range.

First, provide a list of feasible prices, e.g., from $50 to $500 with $50
increments. Then, ask respondents to select one of the price for the
following four questions:

1. At what price the product is too expensive you would not buy it?

2. At what price is the product becoming expensive so you would have
to think about buying it?

3. At what price is the product a bargain, great value for the money?

4. At what price is the product so inexpensive you would feel the
quality is questionable?
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We can then draw four lines. For instance, the expensive
line illustrates "how many people view this price (or a lower
price) as expensive"?
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There are two key prices points:

1. Optimal Price Point (OPP): The price at which the number of
consumers who rated "too expensive" equals consumers rating
it "cheap", i.e., Too Expensive = Cheap.

2. Indifference Price Point (IDP): The price at which the number
of consumers who rated "expensive" equals consumers rating

it "bargain" i.e., Expensive = Bargain.

The optimal price range lies between the above two prices.

50



X B P REEDHE R -

1. Optimal Price Point (OPP) FAEM & 55 N KRB HiA
NEET RS EHE B, B, Too ExPenswe =
Cheap

2. Indifference Price Point (IDP) H 3\ZAN#E i A B3 5IA
NEE” BIH 2 4B A5, B) Expensive = Bargain.

AR TEE AL T _ER A g Z 18]

51



100,00%
90,00%
80,00%
70,00%
60,00%
50,00%
40,00%
30,00%
20,00%
10,00%

0,00%

f=

L
af
g
E
&
L
(T
v
-
=
=
=
g
g

Stress Price Range

50 60 70 80 90 100110120130140150160170180190200210225235250280300380 500

Price Categories

—8-— t00 cheap

i

= expensive

——8— {00 eXpensive

52



As before, we load data from the web:

(pricesensitivitymeter)

(ggplot2)
mydata <- read.csv("https://ximarketing.github.io/data/VanWestendorp.csv")

head (mydata)

id toocheap cheap expensive tooexpensive
1 75 150 275 325
50 275 325 425

175 200 250 325

125 275 350 500
50 150 300 475

2
3
4 75 150 200 225
5
6

Respondent 1 believes $75 is too cheap, $150 is a bargain, $275 is
somewhat expensive whereas $325 is way too expensive.
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(pricesensitivitymeter)

(ggplot2)
mydata <- read.csv("https://ximarketing.github.io/data/VanWestendorp.csv")

head (mydata)

id toocheap cheap expensive tooexpensive
1 75 150 275 325
50 275 325 425

175 200 250 325

125 275 350 500

2
3
4 75 150 200 225
5
6 50 150 300 475
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We can visualize the distribution of consumer price perception. We
take "too expensive” as an example.

plot (ecdf (mydata$tooexpensive))

ecdf(mydata$tooexpensive)

Around 20% believe $325 is too
expensive, and around 80% believe
$475 is too expensive...

200 250 300 350 400 450 500

X
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plot (ecdf (mydata$tooexpensive))

ecdf(mydata$tooexpensive)
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with(mydata, which(cheap <= toocheap | expensive <= cheap |
tooexpensive <= expensive))
mydata <- mydata[-51, ]

A reasonable answer should satisfy that too expensive > expensive
> cheap > too cheap. Otherwise it does not make sense.

Here, we check which answer(s) does not satisfy the condition and
remove it from our dataset.
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with(mydata, which(cheap <= toocheap | expensive <= cheap |
tooexpensive <= expensive))
mydata <- mydata[-51, ]
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psm <- psm analysis(toocheap mydataS$Stoocheap,

cheap = mydataScheap,
expensive = mydataSexpensive,
tooexpensive = mydataStooexpensive,
validate = , interpolate = ,
intersection method = "median")

Next, we fit the data into our model. Here, PSM
stands for "price sensitivity model."
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1 scalebin <- 25
2 scalemax <- 500
3 psm plot(psm) +
scale x continuous(breaks=0:(scalemax/scalebin)*scalebin) +

coord cartesian(xlim=c(0, scalemax)) +
theme minimal() +

ylab("ECDF") +

xlab("Price ($)") +

ggtitle("Van Westendorp Pricing Model")




Van Westendorp Pricing Model

Price range should be 246.43 to 253.13.
A T Bl 7% 2 246.43 51 253.13




1 library(pricesensitivitymeter)

2 library(ggplot2)

3 mydata <- read.csv("https://ximarketing.github.io/data/VanWestendorp.csv")
4 psm <- psm analysis(toocheap = mydataS$Stoocheap,

5 cheap = mydataScheap,

6 expensive = mydataSexpensive,

7 tooexpensive = mydataS$Stooexpensive,

8 validate = FALSE, interpolate = TRUE,

g intersection method = "median")

10 scalebin <- 25

=
[

scalemax <- 500

12 psm plot(psm) +

13 scale x continuous(breaks=0:(scalemax/scalebin)*scalebin) +
14 coord cartesian(xlim=c(0, scalemax)) +

15 theme minimal() +

16 ylab("ECDF") +

17 xlab("Price ($)") +

18 ggtitle("Van Westendorp Pricing Model")
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Conjoint Analysis

Conjoint analysis is another useful tool for setting your
prices, especially for existing products that consumers are
familiar with. Let us image that you are determining the
best interest to offer to clients, where each plan has a few
attributes: interest rate, down payment, rebate, and review
time.
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Conjoint Analysis

You then create different combinations and let consumers
choose from the alternatives like this:

Interest Rate Down Rebate Review Time
Payment
3.75% 40% 0.15% 0.5
4.00% 25% 0.15% 1.0
3.75% 25% 0% 1.0

And for different clients, you make different choice sets and
let them make the choice.
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3.75% 40% 0.15% 0.5
4.00% 25% 0.15% 1.0
3.75% 25% 0% 1.0
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Conjoint Analysis

For example, you survey 6,000 consumers, and each

consumer chooses among 3 alternatives. Then you plug the

data into your conditional logistic model, and get results

like this:

downpayment

rebate
speed

se(coef)
0.097289
0.002336
0.149303
0.039587

coef exp(coef)
-1.185055 0.305729
-0.052922 0.948454
0.177522 1.194254
-0.117274 0.889341

z Pr(>|z]|)

-12.181
-22.652
1.189
-2.962

< 2e-16 ¥
< 2e-16 ¥¥¥

0.23444

0.00305 **
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coef exp(coef) se(coef) z Pr(>|z|)
-1.185055 0.305729 0.097289 -12.181 < 2e-16 **¥*
downpayment -0.052922 0.948454 0.002336 -22.652 < 2e-16 *%*

rebate 0.177522 1.194254 0.149303 1.189 0.23444
speed -0.117274 0.889341 0.039587 -2.962 0.00305 **




Conjoint Analysis

Then, you can answer questions like this:

Given the offers of my competitors, if my interest rate
decreases by 1%, how would my market share change?
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library(survival)
library(stargazer)
mydata = read.csv("https://ximarketing.github.io/data/conjoint.csv")
head (mydata)
result<-clogit(choice ~ interest + downpayment + rebate
+ speed + strata(id), data=mydata)
coef interest <- coef(result)["interest"]
coef downpayment <- coef(result)["downpayment"]
coef rebate <- coef(result)["rebate"]
coef speed <- coef(result)["speed"]

interestl <- 3.85; downpaymentl <- 30; rebatel <- 0.1l; speedl <- 1
interest2 <- 4.25; downpayment2 <- 25; rebate2 <- 0.25; speed2 <- 0.5

dl <- exp(interestl * coef interest + downpaymentl * coef downpayment +
rebatel * coef rebate + speedl * coef speed)

d2 <- exp(interest2 * coef interest + downpayment2 * coef downpayment +
rebate2 * coef rebate + speed2 * coef speed)

sl <- dl1/(d1+d2)

s2 <- d2/(d1+d2)
print(c(sl, s2))




Suppose that you are designing the first plan.

If you keep interest rate to 3.85%, your market share is 53.1%.

If you raise interest rate to 4.85%, your market share drops to 25.7%.
If you raise interest rate to 5.85%, your market share drops to 9.5%.

If you cut interest rate to 2.85%, your market share increases to 78.7%.

You can choose the interest that balances your margin and market share!
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Selection Bias
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In WWII, some planes never come back, and some come back with
bullet holes. Here is the distribution of bullet holes. How would you
reinforce the plane to increase the survival rate?
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Relationship Between Height and Vertical Leap of NBA Players
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