From Logistic Regression to Neural Networks




(1 =pass, 0 = failure).

The independent variables X are, for example, hours studied
for the example, in class participation, background, ...




rial result: guilty vs. not guilty
Football result: win vs. lose

Medical testing: positive vs. negative
Gender detection: male vs. female







> (G —a—bX,)’

For all data points (X;, Y;).




this means your prediction is accurate.

When Y; = 0, f(X;) is as small as possible.







If ¥; = 0: The above likelihood is equal to 1 — f(X;). We want
to minimize f(X;) and again we want to maximize the
likelihood.

In either case, we want the likelihood to be as large as
possible.




And for all observations, we want to maximize the following:

LY, f(X) + A -Y)(1- X))




is not easy to estimate at maximize
the likelihood, and we skip the details here. However, if you
are interested, you can check here.



https://en.wikipedia.org/wiki/Maximum_likelihood_estimation

mydata <-

read.csv("https://stats.idre.ucla.edu/stat/da
ta/binary.csv")

head (mydata)




mydata <-
read.csv("https://stats.idre.ucla.edu/stat/da
ta/binary.csv")
head (mydata)

We have variables admit (binary), GRE, GPA, and rank.



logit <= glm(admit ~ gre + gpa + rank, data =

mydata, family = "binomial'™)

summary (Llogit)




Coefficients:

Estimate std. Error z value Pr(>|z|)
(Intercept) -3.449548 1.132846 -3.045 0.00233 ==
gre 0.002294 0.001092 2.101 0.03564 =
gpa 0.777014 0.327484 2.373 0.01766 *
rank -0.560031 0.127137 -4.405 1.06e-05 ==**

Signif. codes: 0 *‘#*=' 0.001 ‘**’ 0.01 “*' 0.05




1+ exp(—z)

z = —3.44 + 0.0023GRE + 0.777GPA — 0.56Rank

And all independent variables are significant at 5% level.




This result means: A higher GRE or GPA helps you get
admitted, while a larger Rank hurts (e.g., rank 2 is larger and

worse than rank 1), which is intuitive.




Dependent variable:

admit

gre 0.002"*
(0.001)

gpa 0.777" .
(0.327) “Introduction to R” lecture.

Lk 2

rank -0.560
(0.127)

Constant -3.45 U***

(1.133) getwd()

Observations 400 librarY(Stargazer)
Log Likelihood -229.721 . _n " -
stargazer(logit, out = "out.html", type =

Alkaike Inf. Crit. 467.442

"htmlﬂ)

Note: *p<0.1: *p<0.05: ***p=0.01
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that satisfies those properties. Now, we introduce another
function that can also make predictions about binary
outcomes.




define the cumulative distribution function @ as

®(Z) = Pr[v < 7]




function is very similar to
the logistic function that we
have discussed previously.




PrlY = 1] = ®(a + b X)

And again, we want to find out the values of a and b.




probit <- glm(admit ~ gre + gpa + rank, data

mydata, family = binomial (link = "probit™))

summary (probit)

stargazer (probit, out = "out.html", type =
"html n)




Dependent variable:

admit

gre 0.002"*
(0.001)

gpa 0.777°*
(0.327)
rank 0.560"""
(0.127)
Constant —3.450***
(1.133)

Observations 400
Log Likelihood -229.721
Alkaike Inf. Crit. 467.442

Note: *p<0.1: *p<0.05: ***p=0.01

Dependent variable:

admit

gre 0.001™

(0.001)
gpa 0.464™"

(0.195)
rank 0.332""

(0.075)
Constant _2.092™**

(0.672)

Observations 400

Log Likelihood -229.740

Akaike Inf. Crit. 467.481

Note: *p<0.1: *p<0.05: **p=0.01




Probit regression is more popular in political science.

But in most situations, it does not matter which method you choose
to go with. Working with either will be fine.




Suppose that you are analyzing high school students” choice.
Each student chooses one of the following options: A general
program, an academic program, or a vocational program.




General Vocational Academic




require (foreign)
require (nnet)
require (ggplot?2)

require (reshape?)




mydataScareer <- relevel (mydata$prog, ref =
"academic")

Here, we set academic as a benchmark and compare other careers with it.

result <- multinom(career ~ read + write + math +

science, data = mydata)
summary (result)




multinom(formula = career ~ read + write + math + science, data = mydata)

Coefficients:

(Intercept) read write math science
general 4.393599 -0.05638993 -0.03242985 -0.09976556 0.09049715
vocation 8.701066 -0.05844241 -0.06060226 -0.12352885 0.05879027

std. Errors:

(Intercept) read write math science
general 1.437971 0.02806080 0.02792886 0.03302162 0.02913435

vocation 1.549432 0.03046132 0.02781245 0.03578399 0.02936508



Dependent variable:

general vocation

(1) (2)
read -0.056" -0.058"
(0.028) (0.030)

wite 002 0061 Again, we can organize the result using R’s

(0.028) (0.028)
. O stargazer package.

(0.033) (0.036)

science 0.000"™" 0.059™
(0.029) {0.029)
Constant 4394 8.701™""
(1.438) (1.549)

Akaike Inf. Crit.  356.823 356.823

Note: p<0.1: “p=0.05: " p<0.01



Dependent variable:

general vocation
(1) (2)
read 0056  -0.058"

(0.028) (0.030) e ,
e 002 0061™ general and vocation programs. In other

R words, he or she is more likely to join an

math -0.100" 01247
©033)  (0036) academic program. Interestingly, when one’s

science 0.000 0.050"" . o 0 5 .
009 (0029) science score is higher, he or she is likely to

Constant azo™ 570" join a general program.
(1.438) (1.549)

Akaike Inf. Crit.  356.823 356.823

Note: p<0.1: “p=0.05: " p<0.01



Dependent variable:

general vocation

(1) (2)
read -0.057"" -0.059"
(0.028) (0.031)

write -0.031 -0.054"

0028 (0025 type into the logistic regression. We can see

ko ok

math 0101 0125 that, compared with public school students,

(0.033) (0.036)

009" 0059™ private school students are less likely to join
a0 vocation programs.

factor(schtyp)private -0.643 1.781™
(0.539) (0.800)

Hohk

Constant 4_529*” 8.694
(1.457) (1.568)

Alkaike Inf. Crit. 353.849 353.849

Note: p=0.1: b



buy?

Which university to apply for?

Occupational choice...




, ... multinomial logit models.

Y =0, 1, 2, 3: what should we choose?

Y > 0: what should we choose?







The number of children in a family
The number of classes you take in a semester
The number of books a consumer purchases




For example, given the consumer’s age, gender, income, we want to predict how
many bottles of milk the consumer will purchase in a week.




where y! is the factorial function and

A = exp(BX)

We are looking for the parameter .




mydata <-
read.csv("https://stats.idre.ucla.edu/stat/data/poisson sim
.csv'")

Here, prog refers to the type of the program: 1 for general program, 2 for
academic program, and 3 for vocational program.



result = glm(num awards ~ factor (prog) + math,
family="poisson", data=mydata)

summary (result)

Because prog is simply a notation and does not have any numerical meaning, we
take it as a fixed effect, and run the Poisson regression.



ndividua hose salary is above CAD 100,000. I
below 100,000 are “censored”.

In this case, you can use Tobit models.




Regression Analysis

Binary logistic

ress = Multinomial logit model
"9 N = Raoanked logit model
« Ordered probit model



https://www.youtube.com/watch?v=i8tjLQUPc8Y

Let’s consider some “machine learning” problems.




This is exactly what logistic
regression is doing!




Input: hand-writing

Output: Y, to Yo
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multinomial models are doing!

This is exactly what
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This is like multinomial logit
models.




This is also like multinomial
logit models.

i

WO



https://www.youtube.com/watch?v=bfmFfD2RIcg

Facial recognition (Alice or not Alice?)

Voice recognition (which word?)




the model to make better predictions of these complex models.

One of such powerful models is neural network.




The hidden layer makes some calculation.

The output layer generates an output (e.g., turning right).




Input Layer Hidden Layer Output Layer




What type of calculations does the hidden layer computes? It is
essentially logistic function.




While we can fluently handle these tasks, it is not yet clear how
our brain makes these calculation...




cells which are called “neurons”.
These neurons are capable of
making calculations.




neurons make calculations (i.e.,
convert one type of electric pulse
into another type). Finally, some

neurons output certain electric
pulse.




urprisingly, neurons calculate the logistic

So, neuron network is just a simulation of our brain. This is why it
has the word “neuron” in its name.




would be able to approximate any functions.

So, theoretically, neural networks should be capable of driving a
car, recognizing human voice, writing a book or teaching a class.




billions of neurons --- it requires considerable memory and
computing power that we cannot afford.

But this may become possible in the future.




FEIATURE LIARNING




Type: Parceptron
Pata Set: MNIST
Hidden Neurons: 2000
Synapses: 1191000
Synapses shown: 2%
Leaming: WCor

-
-
-



https://www.youtube.com/watch?v=3JQ3hYko51Y

